**Writing Windows NT Server Applications in MFC Using I/O Completion Ports**

**Abstract**

One of the most frequently encountered challenges in writing server applications is the multiple-client bottleneck: How to service multiple clients simultaneously without degrading overall performance. This article discusses two possible solutions to this problem: First, I demonstrate how each client can be associated with one dedicated server thread, and then I discuss input/output (I/O) completion ports, an I/O system extension in Microsoft® Windows NT® that allows asynchronous I/O calls on several communication objects to be managed efficiently. Since I am an aficionado of object-oriented design, I provide C++ classes for everything I discuss. Note that I/O completion ports have been written about before (for example, an excellent discussion is provided in John Vert's article "Writing Scalable Applications for Windows NT" in the MSDN Library) and that there are several code samples available that demonstrate the use of I/O completion ports. I would also like to direct your attention to two samples that demonstrate slightly different uses of I/O completion ports: The UNBUFCPY and SOCKSRV samples in the Platform SDK.

This article focuses on the practical aspects of programming I/O completion ports—namely, how client/server communications can be expressed in terms of I/O completion worker threads and how to code stable servers that use I/O completion ports.

**Strategies to Servicing Multiple Clients**

A server application is fairly meaningless if it cannot service multiple clients at the same time. In general, you code a server application such that each client is associated with one dedicated communication object such as a named pipe, a socket, or a remote procedure call (RPC) session. The challenge now is this: How do we code the server such that each communication object is as responsive as possible? The two concepts that are crucial to tackling this challenge are asynchronous I/O and multithreading.

In order to make the following discussion understandable, let's assume that you are writing a database server. Very roughly, your server will do what is depicted in Figure 1: Each time a client connects, the server opens a channel through which it communicates with that client and then enters a loop that runs until the client disconnects. The loop repeatedly requests database commands from the client, then executes the commands locally, and finally returns the results from the commands to the client. Note that from the point of view of the server, the loop is nothing but a repetitive sequence of I/O calls and accesses to the database. Note that this way of looking at client/server interactions is really independent of the type of server; whether you code a database server, an information server, a multimedia server, or whatever, each client/server interaction can normally be reduced to this loop of accepting commands and executing them.
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**Figure 1. A sample database server application**

Back in the days where there was no multithreading, such a server was a weird beast to design because it is not really possible to code a single-threaded server application without introducing some kind of convoy effect: Since the I/O requests of several attached clients must wait for one another, each client will perceive the responsiveness of the server in terms of how the other clients behave.

Oh, yeah, there is also asynchronous I/O, which allows several I/O calls to be pending at the same time, which relieves the convoy effect a little bit. Before we go on, let's have a look at asynchronous I/O quickly because in Microsoft® Win32® there are actually *four* different ways to use it. By definition, an asynchronous I/O call returns immediately, leaving the I/O call itself pending. The question then is this: How do applications obtain the result of the I/O call? Let's look at the four ways of using asynchronous I/O and how each way answers the question:

1. *Using events*. When an application submits a **ReadFile** or **WriteFile** call on an I/O object that was opened with the **FILE\_FLAG\_OVERLAPPED** flag, and the last parameter to the I/O call points to a valid **OVERLAPPED** structure, the I/O call returns immediately, and the I/O object and (if present) the event object in the**OVERLAPPED** structure gets signaled as soon as I/O completes. Thus, by using an appropriate waiting mechanism, the application can synchronize its I/O. Note that when using this approach, your application can use different threads to submit and process the I/O call.
2. *Using the***GetOverlappedResult***function*. Strictly speaking, this strategy should be labeled 1a instead of 2 because it uses the same blocking mechanism as strategy 1. A thread that submits **GetOverlappedResult** with **TRUE** as the last parameter behaves pretty much as if it had called **WaitForSingleObject** on the file object or the event object in the **OVERLAPPED** structure (thus, it's about the same behavior as 1). The **GetOverlappedResult** strategy also comes in a "polling" version, where the function simply checks on the state of the asynchronous I/O and returns immediately. To get this behavior, simply call **GetOverlappedResult** with the last parameter set to **FALSE**.
3. *Using asynchronous procedure calls (or APCs)*. An APC is actually sort of a by-product of the Windows NT® architecture and has been adopted by Windows® 95. When your application uses APCs, it asks the operating system's I/O system to call your application back as soon as the asynchronous I/O call has completed. There are three gotchas to APCs. First of all, the APC is always called in the context of the calling thread. Second, in order for an APC to be executed, the thread must be suspended in a so-called alertable wait state. Third, in order to be able to use APCs, the calling thread must call **ReadFileEx** or **WriteFileEx** instead of the "normal" **ReadFile** or**WriteFile** functions.
4. *Using I/O completion ports*. This is a new technology that is only available in Windows NT and is the subject of this article.

Well, as far as the convoy effect is concerned in a single-threaded solution, asynchronous I/O only defers the problem: At some time, the results of the asynchronous I/O calls *must* be synchronized with the main thread, such that the convoy effect will show up at the completion of the I/O calls, not the submission. In Win32 terminology, that means that a thread that submits an asynchronous I/O call must at some point either call one of the members of the *xxx*Ex function family (**ReadFileEx**, **WriteFileEx**, or **SleepEx**) to allow an asynchronous procedure callback to execute or call **WaitForSingleObject** on an I/O call-supplied event object. In either case, the calling thread is blocked until the I/O completes, and we are back to the convoy effect.

We could work around this problem by combining asynchronous I/O with multithreading: Let's take variation 1 or 2, because, as we stated before, variation 3 requires the APC to be executed in the context of the same thread as the I/O call. In order to use asynchronous I/O more efficiently using multithreading, we could have one thread submit a number of asynchronous I/O calls (for example, one for each connected client) and then dispatch a number of "worker threads." Each of those threads would be suspended until an I/O call has completed. Typically, each worker thread would serve one pending asynchronous I/O call because every worker thread that services multiple asynchronous I/O calls would suffer from a "local" convoy effect. Note that in terms of blocking behavior and thread servicing, this solution would almost be identical to one that services each I/O call *synchronously* in a separate thread.

A server application written for a multithreaded platform that doesn't have I/O completion ports (for example, the Windows 95 operating system) will typically dispatch one dedicated thread for each client that connects. That dedicated thread will spin in a loop similar to the one shown in Figure 1, repeatedly servicing the I/O between the server and that client until the client disconnects (for a real-life example for such a client-server application suite, check the NPCLIENT and NPSERVER code sample in the Platform SDK).

So far, so good. However, there are a few problems with such a "one-thread-per-client" approach. First of all, threads are system resources that are neither unlimited nor cheap. Thus, if a server application must serve a very large number of clients, the number of system resources claimed by the application can seriously impact the server computer. Second, if the threads are CPU-bound (that is, spend most of their time using up CPU cycles, which can easily happen; for example, in the above database example if the database is large and has complex query and retrieval algorithms), it turns out that unless the server application executes on a true multiprocessor machine, it is actually more expensive to execute the computations in different threads than in a single thread. For a further discussion of this phenomenon, please refer to the article ["Win32 Multithreading Performance."](http://msdn.microsoft.com/en-us/library/ms810437.aspx)

**Introducing I/O Completion Ports**

Thus, we have a problem: We need multiple threads to efficiently service multiple clients, but we need a way to meaningfully limit the number of threads that execute, regardless of how many clients connect. I/O completion ports (or IOCPs, for short) are the perfect solution to this dilemma. Using IOCPs, a server application can service multiple clients by using multiple threads, but not in a one-thread-per-client fashion. An IOCP is an object that can be associated with a number of I/O objects, such as files, named pipes, or sockets. When a thread requests input via the IOCP, the I/O system blocks the calling thread until *any* pending asynchronous I/O on any of the objects has completed.

An IOCP is not a very sophisticated concept—it is basically nothing but a thread synchronization object, similar to a semaphore. An IOCP, as I said before, can be associated with several I/O objects that support asynchronous I/O. Any thread that has access to the IOCP can ask to be suspended on the IOCP until any pending asynchronous I/O call on one of the I/O objects that is associated with the port has completed. The call that a thread uses to request suspension is the system call **GetQueuedCompletionStatus**. When this call returns, one pending asynchronous I/O that is associated with the port has completed.

Note that "the call returns" is basically all that happens. There is no paperwork that Windows NT does for you: The operating system simply tells your server application that some I/O has completed. Whenever an I/O object attaches to the port, the server application associates a "key" with that I/O object, and when **GetQueuedCompletionStatus**returns, the key is passed back to the caller. Similar to the parameter passed to a thread function when a thread is created, there is no predefined meaning whatsoever to this "key"—it is simply a unique value that identifies the communication object on which the I/O has completed. It is the server application's responsibility to keep track of what the key parameter means and how the key can be used to determine the result of the I/O operation. Frequently, the key is an index into an array of client control blocks; but it can just as well be a pointer to some kind of data structure or anything else you choose. If your server does not need to distinguish between the I/O objects, the key parameter can be a dummy.

Those of you who are familiar with Win32 synchronization may now argue that the **WaitForMultipleObjects** service can accomplish the same effect that IOCPs can: providing a mechanism to suspend a thread until one of several pending asynchronous I/O requests has completed. In a solution based on **WaitForMultipleObjects**, there would be several pending asynchronous I/O calls, each of which would be associated with one event object. The event objects would then be collected in an array that is passed to**WaitForMultipleObjects**.

As far as the subject matter of this article is concerned—solutions to the multiple client problem—**WaitForMultipleObjects** may indeed provide an alternative to I/O completion ports. However, I/O completion ports are much more flexible and easier to use than **WaitForMultipleObjects**. For example, using **WaitForMultipleObjects** does not allow clients to dynamically attach and detach because the array of event handles passed to **WaitForMultipleObjects** cannot change while the calling thread is suspended, and each of the handles must be valid at any time. Another problem is that **WaitForMultipleObjects** will favor I/O calls on objects whose handles come early in the array, because the array is always traversed from the beginning to the end until a signaled event handle is encountered.

Another advantage of I/O completion ports (which is not too relevant for our discussion, however) is that they allow several outstanding I/O calls on the same I/O object. For example, a file copy operation can be broken up into several chunks, each of which is copied as a separate asynchronous I/O instruction. The UNBUFCPY sample in the Platform SDK is an example for this technique.

**Writing Code That Uses I/O Completion Ports**

Coding IOCPs can be a bit of a hassle. This is because IOCPs are somewhat counterintuitive. Let's look back at the one-thread-per-client strategy I discussed earlier. If every thread has to keep track of only one dedicated communication with a client, the control flow in the server's thread function is very straightforward: Read a client's command, execute it, and then return the value to the client. The thread function simply mirrors the control flow between the server and the client.

However, in a multithreaded scenario using IOCPs, the control flow of a thread function is less straightforward, because there is no relationship between threads and communications. In other words, a worker thread must prepare to be woken up by any I/O call from any client, decode the client from the IOCP return code, determine where in its control logic the client is (that is, what kind of input or output the client expected at that particular time), and then service the request and eventually dispatch another I/O call to return the result from servicing the request. Look at it this way: When coding dedicated threads, you can focus on the interaction between the client and the server (which is reflected in the thread function, as I mentioned before), whereas in the IOCP solution, you must focus on the worker thread, which does *not* reflect a client/server interaction. Later on, I will show you how you can view a client/server interaction as a automaton that can easily be implemented in a client-specific data structure.

Now that you have a shady idea of what IOCPs are, let's see how they look in practice. Once more (in case I haven't made this clear enough), remember that IOCPs are only available in Windows NT version 3.5 and later.

In order to make the discussion less theoretical, let's first look at the sample application suite, IOCPS, and while I discuss the server application design, we will learn about I/O completion ports as we go along.

The sample suite consists of two Microsoft Foundation Class Library (MFC) projects: the SERVER project and the CLIAPP project. Those of you who are familiar with some of the stuff I wrote for the MSDN Library will meet some old buddies again; the application suite is loosely built around a similar client/server application set that I wrote to demonstrate Windows NT security.

Let's first play around with the application a little bit. The server part (Server.exe) must be executed on a Windows NT machine. The client application (Cliapp.exe) can theoretically run on any machine that executes Win32 applications and can connect to the computer running the server application via a network. However, in order to keep the code sample as lean and mean as can be, I nuked all of the security code from the server, which means that a client on a remote machine will not be able to access the named pipe on the server end. Thus, the best thing to do is to start the server and an arbitrary number of instances of the client application on the same Windows NT machine. If you would like to use the client/server application suite over a network, you can either cut and paste the security code from the NPSERVER sample on the Platform SDK into the **CServerNamedPipe::Open()** member function code, or you can use the security classes I wrote for the MSDN Library to open up the server end of the named pipe to remote clients.

Once the client and server applications are started, you can use the **Connect to Server** menu item from the client's **Remote Access** menu to connect to the server application. (Type the name of the machine into the edit box in the dialog box that appears.) You can then use the menu items from the **Database Access** menu to access a database on the server, that is, insert and remove finite records and view the contents. The server application also has the same database options. In short, the server application maintains the database, and the clients can access the database through the network.

**The Sample Service Architecture**

The client application I won't talk about at all; if you are reasonably familiar with MFC, you should be able to decipher the client code in no time flat. Thus, let's focus on that part of the server application that is relevant for the client/server interactions. The following C++ classes encapsulate everything we need to know here:

* **CServerNamedPipe**(Npipe.cpp and Npipe.h in the COMMON subdirectory) is the server end of the named pipe class. This class is responsible for the lowest end of the communication between the client and the server, namely, the communication channel. **CServerNamedPipe** is multiply derived from **CServerCommunication** (a class that provides server-specific member functions on communication objects, such as **AwaitCommunicationAttempt**) and **CClientNamedPipe**. I discuss the communication object hierarchy in my series on communication in the MSDN Library. In this context, it is important to mention that the named pipe must be created with the FILE\_FLAG\_OVERLAPPED flag, indicating asynchronous operation. Without this flag, I/O completion ports do not work. Also note that the client implementations of the **Read** and **Write** member functions differ from their respective implementations on the server side: The clients immediately synchronize their asynchronous I/O using the **GetOverlappedStatus** system call, whereas the server side implementations simply submit the asynchronous I/O calls and then return, leaving it to the I/O completion port to pick up the results, as I will explain when I discuss the **CServerDatabaseProtocol** object in a minute. Two things to notice about the implementation of **CServerNamedPipe** are as follows: First, you will notice that the client side implementation of **Read** and **Write** uses **OVERLAPPED**structures that are kept on the stack. This only works because **Read** and **Write** do not return before **GetOverlappedStatus** has synchronized the asynchronous I/O with the calling stack. The server implementation must use **OVERLAPPED** structures that are not kept on the stack, because the **Read** and **Write** member functions that use them return before the I/O has completed. Second, you will notice something strange in the **AwaitCommunicationAttempt** member function on the server side:
* m\_ol1.hEvent = ((HANDLE)((DWORD)m\_hConnectEvent|0x1));

The reason why we manipulate the handle this way is only because of the control flow in the sample server application: The I/O completion port that is associated with the named pipe is established *before* a client connects to the pipe, and that means that every asynchronous operation on the pipe, including a **ConnectNamedPipe** call (which is how **AwaitCommunicationAttempt** is implemented), will end up unblocking a thread. The way I code the I/O completion ports makes it undesirable to unblock a thread upon **ConnectNamedPipe** (in other words, the I/O completion ports only server I/O with the named pipes, not connection administration). As the documentation to **GetQueuedCompletionStatus** mentions, an application can prevent an asynchronous I/O operation from sending completion notifications to a completion port by setting the low-order bit of the event object.

* **CServerDatabaseProtocol**(Protocol.cpp and Protocol.h in the COMMON subdirectory) is the main class that implements the server. This class is responsible for dispatching the worker threads, coordinating the I/O between the worker threads, and communicating with the clients through the **CServerNamedPipe** objects. (In case you are interested: I introduce protocol objects in the article ["A Homegrown RPC Mechanism"](http://msdn.microsoft.com/en-us/library/ms995336.aspx) in the MSDN Library.) This is the most interesting class for our discussion because here is where I/O completion ports are used. In the next section, we will dissect this class.
* **ServerChainedQueue** (Dbcode.cpp and Dbcode.h in the COMMON subdirectory) is a very crude and quick-and-dirty implementation of a database object. This class supports the **AddRecord**, **DeleteRecord**, and **RetrieveRecord** methods, where a record is simply a data structure consisting of two integers. There is no magic whatsoever to this class. I leave it as an exercise to the reader to replace this class with a "real" database object, for example a DAO OLE Automation server as imported with an OLE type library. The **ServerChainedQueue** class is what the server calls in to process client database commands.
* **CClientObject** (Client.cpp and Client.h in the SRV subdirectory) is a representation of a client in the server application. We will look at this class later on.
* **CSecSrvView** (Secsrvvw.cpp in the SRV subdirectory) is the MFC view class that is used to communicate with the user.

The control flow in the server application is as follows: The **CSecSrvView** object instance creates 25 instances of the **CServerNamedPipe** object (this is a purely random number that can easily be changed through the symbolic identifier MAXCLIENTCOUNT) and then dispatches a thread that continuously waits for clients to connect to a free**CServerNamedPipe** object. The view then creates one object of type **CServerDatabaseProtocol**, which we will discuss soon.

As soon as a client has connected, the view creates an instance of the **CClientObject**class that represents the client and then calls into the**CServerDatabaseProtocol::Associate**member function to tell the protocol that a new client is waiting to be serviced. **CServerDatabaseProtocol** maintains a fixed number of worker threads that use IOCPs to service client requests.

Let us look at the constructor for **CServerDatabaseProtocol** really quickly:

CServerDatabaseProtocol::CServerDatabaseProtocol(int iThreadCount)

{

bActive=TRUE;

m\_iThreadCount=iThreadCount;

if (iThreadCount>MAXTHREADCOUNT)

m\_iThreadCount=MAXTHREADCOUNT;

DWORD id;

m\_hPort=

::CreateIoCompletionPort(INVALID\_HANDLE\_VALUE,NULL,NULL,m\_iThreadCount);

for (int iLoop=0;iLoop<m\_iThreadCount;iLoop++)

{

// Now create the worker threads.

m\_coThreads[iLoop]=::CreateThread(NULL,0,

(LPTHREAD\_START\_ROUTINE)WorkerThreadFunction,

(void \*)this,CREATE\_SUSPENDED,&id);

::SetThreadPriority(m\_coThreads[iLoop],THREAD\_PRIORITY\_BELOW\_NORMAL);

::ResumeThread(m\_coThreads[iLoop]);

m\_coClients[iLoop]=NULL;

};

};

To create an I/O completion port and to associate a client communication with an existing IOCP, the server application uses the system call **CreateIoCompletionPort**. The prototype for this call is as follows:

HANDLE CreateIoCompletionPort (HANDLE FileHandle,HANDLE ExistingCompletionPort,

DWORD CompletionKey,DWORD NumberOfConcurrentThreads)

The first instance of this port is normally created with the first parameter set to INVALID\_HANDLE\_VALUE and the second and third parameters set to NULL. The return value from this call is a handle that a worker thread can pass to **GetQueuedCompletionStatus** to wait for an asynchronous I/O call to finish. Don't be confused—you are right when you now wonder which I/O objects could cause a working thread to return, because no I/O object has been associated with the port yet. We will discuss this in a jiffy.

The last parameter to **CreateIoCompletionPort** is important, because it tells the I/O system how many worker threads can share the I/O port. Internally, IOCPs are implemented similarly to inverse semaphores: A semaphore is an object that can be claimed by a predefined number of threads before a claiming thread blocks. An IOCP is an object on which a predefined number of blocked threads can be awakened by completed I/O calls.

In other words, if a port is created to service five threads simultaneously, and six threads are suspended on the port while seven asynchronous I/O operations complete, only five threads are awakened, and two of the completed I/O calls remain pending until one of the six threads is ready to process another call. The preceding discussion is actually a little bit simplified, and as the documentation states, the number of threads that process I/O calls on a port may at times be higher than the number you specified. Think of the *NumberOfConcurrentThreads* parameter as a kind of hint to tell the I/O system how many threads should on the average be busy processing I/O calls. Normally, your server application will dispatch a specific number (*n*) of threads, and that is also the number you pass to **CreateIOCompletionPort**.

So what should *n* be? In other words, what is a good number of threads to dispatch? Well, if your computations are CPU-bound, you should probably dispatch no more threads than there are processors in the machine you run the server application on. Passing 0 to the number of threads parameter will default to the number of processors, or you can use the **GetSystemInfo** system service to obtain the number. For I/O-bound operation, you can probably afford a higher degree of concurrency.

In order to associate an IOCP with a communication object, you call **CreateIoCompletionPort** again, this time passing the handle of an object that must have been created to support asynchronous I/O (such as a file, a named pipe, or a socket) and the handle of an existing completion port. As soon as an IOCP is associated with at least one I/O object, a thread that called **GetQueuedCompletionStatus** with either port handle as the first parameter may be unblocked when any asynchronous I/O call on any associated object completes. We will look at code when we discuss the **CServerDatabaseProtocol::Associate** member function.

Note that as basic as IOCPs are, they are also incredibly powerful. For example, so far we have only discussed the use of IOCPs in server applications that service multiple clients. However, there is no requirement that each communication on the same port does "the same thing." For example, it is possible that a server services one "user" client that can only submit simple queries to the database and simultaneously—that is, using the same IOCP to service both clients—services one "supervisor" client who has completely different rights on the database. It is not even necessary that the objects that are associated with the same port are objects of the same type; for example, a named pipe and a file can both be associated with the same port.

But back to the sample code. As soon as the view has created an instance of a named pipe, it calls the **Associate** member function of the **CServerDatabaseProtocol** class to associate the named pipe instance with the completion port:

int CServerDatabaseProtocol::Associate (HANDLE hComm, int iIndex)

{

CreateIoCompletionPort (hComm,

m\_hPort,

(DWORD)iIndex,

m\_iThreadCount);

return 1;

}

There are two interesting things to notice about this code, and those two things reveal a lot about the inner workings of I/O completion ports. First of all, the return value of the **CreateIoCompletionPort** call is never stored anywhere. This is, to a certain degree, sloppiness on my part—the return value of every system call should always be checked to ensure that no error has occurred—but the main reason that I don't bother to use the return value is that if the **CreateIoCompletionPort** call succeeds, the returned handle value will be the same as the handle passed into the call as the *m\_hPort* parameter. In other words, there is only *one* physical I/O completion port, and there is no way to distinguish the instances of the port that correspond to the named pipe associations between one another.

This observation leads us to the second thing we need to know about I/O completion ports: Because there is no way to track what named pipe instances are associated with an IOCP at any given time, there is no way to dynamically remove objects from the port. I mentioned earlier that the key parameter that is used to determine which communication object unblocked a waiting thread can be arbitrarily chosen, but each communication object must be associated with the same key parameter as long as the I/O completion port exists. In an earlier version of my server application, I had passed pointers to **CClientObject** objects as the key parameters, which makes for a neat design (the thread function simply needs to convert the returned parameter to a **CClientObject** pointer, dereference, and use it). However, I had set up the application such that the **CClientObject** objects can be dynamically deleted and created as clients connect and disconnect. Thus, all of a sudden, "recycled" named pipe instances were associated with different keys, which totally confused the I/O system. That's why I changed the design such that each named pipe instance is associated with a unique (and constant) identifier that can be used to look up the corresponding **CClientObject**.

The implementation of the **CServerDatabaseProtocol** class reveals what we have discussed earlier: That there is no correspondence between worker threads and client communications. Regardless of how many clients dynamically attach and detach, all the worker threads that will ever be active are created when the**CServerDatabaseProtocol** object is created. Let's look at the "magic" that a worker thread does:

long WINAPI WorkerThreadFunction(void \*vArg)

{

CServerDatabaseProtocol \*csdp=(CServerDatabaseProtocol \*)vArg;

DWORD nBytes;

DWORD WorkIndex;

OVERLAPPED ovl;

LPOVERLAPPED pOvl=&ovl;

CClientObject \*cpCurrentContext;

BOOL b;

while (csdp->bActive)

{

b = GetQueuedCompletionStatus(csdp->m\_hPort,

&nBytes,

&WorkIndex,

&pOvl,

INFINITE);

if (!b || !pOvl)

{ // Something has gone wrong here...

GetLastError();

continue;

};

cpCurrentContext=csdp->m\_coClients[WorkIndex];

if (cpCurrentContext->DispatchFn((STATE\_ENUMERATOR)cpCurrentContext->m\_se,&ovl)

== CMD\_CLIENT\_TERMINATED)

csdp->DeAssociate(WorkIndex);

};

return 0;

};

Note that the thread function does nothing specific to a client-server interaction—all it does is dispatch to the client object! Thus, we need to look at the **CClientObject**implementation more closely to figure out what's going on—and what we will come across is something you probably heard about last in college, a so-called finite-state automaton.

Let's reiterate where the big problem is for the worker thread when dealing with I/O completion ports: Whenever an asynchronous I/O call has completed, it is easy for the thread to determine which client is responsible for the I/O—this can be derived from the key parameter as we discussed before—but it is not straightforward to determine *which* I/O the client completed. Let's look once more at the database example: A client-server interaction begins when the server waits for input from the client, asking for a command identifier. The client responds with either CMD\_ADDRECORD, CMD\_DELETERECORD, or CMD\_RETRIEVERECORD, depending on what it wants from the server database. If the command was CMD\_ADDRECORD, the server asks the client for the data to add to the database; and if the command was CMD\_DELETERECORD or CMD\_RETRIEVERECORD, the server asks for the index of the record. When a request is processed, the server needs to write the result back to the client, and if the command was CMD\_RETRIEVERECORD, the return data needs to be written to the client. How does the server determine what read or write request has been completed when an I/O request completes?

![ms810436.servrapp_2(en-us,MSDN.10).gif](data:image/gif;base64,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)

**Figure 2. The database server as a finite-state automaton**

We can rewrite the control flow as a diagram as depicted in Figure 2. Each circle is a state that the client-server communication can be in, and the arcs between the circles depict actions that the server performs to transform the communication from one state to the other. Note that at the end of each arc label there is an I/O call—either a read from or a write to the client, and furthermore, each I/O call is immediately followed by a state transition. Thus, with the information about the state the communication is in, the server knows exactly what to do with the I/O that just completed. Rewriting this diagram into code is easy. The **CClientObject** class has one private member variable m\_se of type STATE\_ENUMERATOR. That type is defined in Client.h and simply defines one symbolic constant for each state that the communication can be in:

typedef enum

{

Read\_Command,

Wrote\_Error\_Code,

Wrote\_Result,

Read\_First\_Add\_Val,

Read\_Second\_Add\_Val,

Read\_Delete\_Index,

Read\_Retrieve\_Index,

Wrote\_First\_Retrieve\_Val,

Wrote\_Second\_Retrieve\_Val

} STATE\_ENUMERATOR;

When a worker thread function is unblocked, that is, a client-server I/O call has completed, the client is first decoded from the *key* parameter. The thread function then checks to see what state the communication was in by looking at the client's m\_se value. Then control is transferred to a dispatch function that resides in the client object class. This dispatch function expects as a parameter a variable of type STATE\_ENUMERATOR and dispatches to an appropriate member function. Note that instead of a dispatch function, we might have implemented a function table; however, in C++, function tables of member functions are not easy to implement, so I chickened out of the gory details of C++ and wrote a dispatch function that resolves the calls at run time.

Thus, for each state that has an identifier defined in STATE\_ENUMERATOR, there is a "state processing" member function in the **CClientObject** class. As a convention, I have named each of those functions just like the corresponding STATE\_ENUMERATOR constant, only followed by the suffix **\_Fn**. Thus, the function that processes **Read\_Command**is called **CClientObject::Read\_Command\_Fn**. Let's look at this beast (please note, for easier understanding, that the name **Read\_Command** refers to "Read" in the past tense; thus, when the communication is in this state, the command *has already been* read and stored in the m\_iStatusWord member variable):

int WINAPI CClientObject::Read\_Command\_Fn(LPOVERLAPPED lpo)

{

// Obtain the overlapped result from the

// pipe, then branch:

switch (m\_iStatusWord)

{

case CMD\_EXIT:

return CMD\_CLIENT\_TERMINATED;

case CMD\_ADDRECORD:

m\_se=Read\_First\_Add\_Val;

// Now dispatch a read call to retrieve the first record.

Read((void FAR \*)&m\_clElement.iSecuredElement,sizeof(int));

return CMD\_CONTINUE;

case CMD\_DELETERECORD:

m\_se=Read\_Delete\_Index;

// Dispatch a read call to retrieve the delete index.

Read((void FAR \*)&m\_iIndex,sizeof(int));

return CMD\_CONTINUE;

case CMD\_RETRIEVERECORD:

m\_se=Read\_Retrieve\_Index;

// Dispatch a read call to retrieve the index.

Read((void FAR \*)&m\_iIndex,sizeof(int));

return CMD\_CONTINUE;

case CMD\_GETENTRIES:

m\_se=Wrote\_Error\_Code;

// Now call the database for the # of entries;

// depending on the outcome, set m\_iStatusWord to

//CMD\_SUCCESS or CMD\_FAIL, and m\_iSendValue to the

// #of entries or the error code, respectively;

// then dispatch a write call.

m\_iSendValue=m\_cq->GetEntries();

m\_iStatusWord=CMD\_SUCCESS;

Write((void FAR \*)&m\_iStatusWord,sizeof(int));

return CMD\_CONTINUE;

};

return CMD\_ERROR;

};

Now the code looks at the command and takes the appropriate action. As soon as the program logic knows what the next I/O call to submit is, it sets the m\_se variable to the respective value and submits the call.

It is important to mention that the client object at any point doesn't know anything about the "history" of how the communication got there. For example, as soon as the communication is in the Wrote\_Error\_Code state, it doesn't matter at all whether the client request that got the communication there was an **Add**, **Delete**, or **Retrieve** request; all the communication knows is that when this state was reached, somebody (that means, the function that was called for some other state) has set the m\_iErrorCode variable to whatever was appropriate, and the value has been successfully written to the client. Also, at this point, the m\_iStatusWord member variable has been set to the return code of whatever the operation returned, and so the state handler **Wrote\_Error\_Code\_Fn** knows that all it needs to do is to write the m\_iStatusWord value out through the communication channel and set the next state to **Wrote\_Result**.

Speaking in simple terms, the m\_se variable tells the code what the current I/O return from the client means and thus, how to interpret it and how to follow up on it. Speaking in terms that impress other guests on a cocktail party, the client logic implements a finite-state automaton in which each state represents one completed I/O call, and the transitions between the states represents the actions that the server takes depending on the I/O.

The big benefit of using C++ to implement the server is that we can strictly separate the I/O logic from the client interactions. In other words, as long as a client that is attached to **CServerDatabaseProtocol** with the Associate member function has an m\_se variable and a **Dispatch** function, we can associate any client to the interaction without changing a thing to the **CServerDatabaseProtocol** object. We can even define **CClientObject** as a base class, derive different client types from it, and attach clients from any derived class to the **CServerDatabaseProtocol** object.

**Postlude**

After I had finished coding the sample application suite, I was curious to see what exactly the performance benefits were that I/O completion ports buy you. Before I coded the server using I/O completion ports, I had simply taken the server from the security sample suite, stripped the security code, and rewritten the server view to serve multiple clients using the one-thread-per-client approach. Those changes were trivial; it took me about 20 minutes to extend the single-client server to a multiple-client one. This is because, as I mentioned before, there was one worker thread in the single-client server, and basically all I had to do to extend the server was to create one new thread for each client that connects. Thus, if the development effort is so trivial (as opposed to the hours it took me to rewrite the server to support I/O completion ports), why go through the hassle in the first place?

The client application has a number of new options (new as opposed to the "old" version of the client as published in the MSDN Library) that relate to performance; I added a mechanism to perform 1,000 database transactions and sample the results in terms of performance counter ticks. The other new option, batch processing, does 10 sets of 1,000 additions and deletions each; thus, by hitting the server hard (I opened 20 instances of the client application, each of which ran the batch processing script), I was able to obtain fairly reliable performance figures.

I ran sets of one, five, ten, and twenty clients, all running the script against both the one-thread-per-client approach and the I/O-completion-port-based server. Because the I/O-completion-port-based server is coded to create five worker threads, the greatest differences should show up where, respectively, 10 and 20 worker threads do the work in the one-thread-per-client implementation as opposed to the five worker threads. The performance—that means, the average turnaround time for a single transaction—that each client saw under a corresponding workload was pretty much identical to the one-thread-per-client and the I/O completion port based server. I attribute this finding to the fact that the database transactions in my little server are I/O bound and, therefore, do expose the problems of multiple threads very well. However, the overall turnaround time for each client to complete its test script was significantly longer when I employed the one-thread-per-client server. Also, the machine that ran the server was hardly usable at all under the load of 20 worker threads, whereas the same workload executed on the I/O-completion-port-based server made the machine that executed the server still very reasonably responsive and usable.

**Summary**

In a world in which more and more tasks are performed in client-server environments, the design of a good and responsive server application is absolutely crucial, and an important part of a good server application design is to work around the bottlenecks that a high client workload can impose. I/O completion ports are an essential tool for a good server application design. Whereas I/O completion ports are less straightforward to code than corresponding servers that do not use I/O completion ports, the techniques I presented in this article can be used to take the sting out of server application design.

Please note, once more, that there are other uses for I/O completion ports than the one I discussed in this article.
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